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Outline

A software point of view of a RT: distributed system 

Programming new devices

The ACU (Antenna Control Unit)

The FS (Field System) connection

Data acquisition

The pipeline

The pointing model implementation & analysis 

The infrastructure: ACS (ALMA Common Software)

Lessons learnt
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What is the control system of a 

telescope about?
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The radiotelescope is a distributed system

Operations and computations are distributed in different hosts

Each physical device is associated to a software object 

Components talk to other components via ethernet

living in a newtork    ( a “component”). 

For example:

Need for an infrastructure that - eases communication &

                                                   - provides tools

a component -> Spectral backend
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CORBA
via Alma Common Software

What's CORBA ???
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CORBA
via Alma Common Software

Alma Common Software = ACS

The ALMA solution: three CORBA implementations + services 

TAO/ACE, OmniORB and JacORB running in Linux
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CORBA is too complex. ACS hides its complexity to developers

Why ACS?

ACS is free & supported by ESO

Supports C++, Java, Python

Decission taken in 2004

ACS provides useful tools, services & libraries 

Used by other telescopes
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ACS repositories
Official release     frequency ~ once per year

                              Redhat Enterprise / Scientific Linux  

Community fork     synched with the official release

                              Other Linux distributions (Debian, ...)
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How to program a component

 

 IDL file

Is it abstract or is it linked to a physical device?

Physical device: ethernet/serial/GPIB  connection?

C++

Each component exposes to the world:

Its methods

[Its characteristics]

Do we want to generate a notification channel ?

Do we need speed?

Python

Java

Automatic generation of templates



  

Clients & components relationship

Client

Component Receiver

Backends
CORBA

Sockets

Weather St.

Component

CORBA
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Soerial//GPIB
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The ACU: Antenna Control Unit

Computer provided by the telescope building company 

It is usually a black box

Runs a real time operative system or a real time extension

Controls the main drives (Az & EL) and the subreflector 
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How to command and read the ACU remotely

Commands: 

Acknowledgement
ACURemote Host

Commands

T
C

P P
ort: 9000

Status:

ACU

T
C

P P
ort: 9001

Remote Host Antenna status

(T ~ 200 ms)
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Interface between the remote control and the ACU

2 Category of commands:

The ACU ICD: Interface Control Document

Mode commands Trajectory & special commands

Positioning

Pointing corrs.

Time source

Master setting

Az/El Ra/Dec tracking tables

Az/El Offset tracking tables

M2 Offset tracking tables

M2 Offset elevation dependency

Description of command parameters

Description of status words and fields



  

Software layers: abstraction and encapsulation

Client

Antenna
Component

CORBA

SocketsACU 
Component ACU

CORBA

Client

ObsEng
Component

CORBA
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Graphical clients (ACS generic)
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Graphical clients (specific)
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Setting the source

Track the source 60 secs.

Pointing drift on the source

Ipython shell

Commanding the telescope (example)



  

The FS component: connections in the Control System

ObsEng
Component

Frontend
Component

FS
Component
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Weather St.
Not. channel

Antenna
Not. channel

Scan
Component

FS
C++ daemon

Socket
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Data Acquisition

 

 Data are captured and written in FITS files in real time

 FITS File Format Transport System

 

 Every subscan  ONE file (MBFITS) 

MBFITS: Multi Beam FITS

Data organized in HDUs (Header Data Units)

All scan information is stored in FITS headers 

Data from backends are in tables    (1 HDU per Front-Back)

Relative position information in tables

Auxiliary information (weather, cal, …) in tables
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FitsWriter
Component

Frontend
Component

Backend
Component

Scan
Component

Antenna
Component

Ephemeris
Component

Weather St.
Not. channel

Backends
Not. channel

Antenna
Not. channel

Component coded in C ++ (faster)

Component uses  a home made C++ cfitsio wraper

Component uses  cfitsio library

Data Acquisition
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Pipeline

Coded in Python 

The pipeline generates GILDAS files: CLASS format



  

ERAtec Meeting - FlorenceERAtec Meeting - Florence   October 2015October 2015

Pipeline (single dish)

The pipeline component:

Uses a python FITS module 

Uses a pyclass filler

Generates calibrated data (atmosphere, hot/load cals) 

Scan ends Pipeline 

Reads FITS files

Calibrates

ON-OFF

File.40m

pyclass

PyFits



  

The pointing  model: implementation
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δEl = P
1
 + P

2
sec (El) + P

3
tan(El) – P

4
cos(Az)tan(El) + P

5
sin(Az) tan(El)  

δAz = P
7
 + P

4
sin(Az) -P

5
cos(Az) + P

8
sin (El) + P

9
cos(El)

The antenna component uses a different model per receiver

The ACU implements a pointing model

composed of 9 parameters

which can be switched off



  

The pointing  model: analysis
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The pointing  model: analysis



  

Lessons learnt
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ACS has been a good choice: powerful and easy to use

The github repository facilitates the upgrades 

The notification channel is an excellent service 

We have not explored other services: alarms

Tables in the ACU are a simple & flexible solution 

MBFITS is a good choice, but not fully exploited

 FITS writer is fast but care is required when modifications

Pyclass filler is a good tool for GILDAS.
CLASS is an excellent option for the processed data



  

Control Software 40 mControl Software 40 mSEA. September 2010SEA. September 2010

Radiotelescope Component Relationship
or 

InstrumentsScan

Antenna
Observing 

engine

Ephemeris

Commands

Creates

Uses

Commands

Requests position

Uses

FITS data 
writerConfigures

starts/stops

Starts

Req. 
pos.

R
eq

ue
st

s 
da

ta

Requests information

Client

Uses

Calibrator
GILDAS 

writer

Database

StartsStops

Writes

Writes

Reads

What's going on when you command a scan?


	Diapositiva 1
	Diapositiva 2
	Diapositiva 3
	Diapositiva 4
	Diapositiva 5
	Diapositiva 6
	Diapositiva 7
	Diapositiva 9
	Diapositiva 10
	Diapositiva 11
	Diapositiva 12
	Diapositiva 13
	Diapositiva 14
	Diapositiva 16
	Diapositiva 17
	Diapositiva 18
	Diapositiva 20
	Diapositiva 22
	Diapositiva 23
	Diapositiva 24
	Diapositiva 26
	Diapositiva 27
	Diapositiva 29
	Diapositiva 30
	Diapositiva 31
	Diapositiva 32
	Diapositiva 33

